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Abstract

Millions of mobile applications are available for download at the applications

stores. Millions of users write reviews expressing their daily experience on ap-

plications they used. these reviews contain valuable information for applica-

tion vendors and developers. However, due to the amount of data, traditional

searching algorithms don’t work to extract effective review information. Ma-

chine learning techniques are efficiently used to extract significant information

for software requirement Engineering. In this project, we intend to apply ma-

chine learning techniques to classify health care application reviews into several

types such as bug reports, new feature requests, application performance and

accuracy and user interface. There is no available free annotated data set for

training and evaluating machine learning techniques, therefore, more than 7500

reviews for 10 different health-related mobile applications are annotated man-

ually by experts in the field. Our experiments show that Multi-nominal Naive

Bays can classify mobile apps reviews into bugs, new features and sentimen-

tal with an accuracy of 87%, and into general bug, usability,security and per-

formance with an accuracy of 88%. The best result of the sentimental analysis

system is 90%. in addition, the experiments show that the overall performance

is improved when we use the data subset with high confidence labels and when

two experts agree on the same label. The Re-sampling technique was success-

fully used to overcome the data imbalance problem in our data set, the accuracy

improved to 89% for mobile apps reviews into a set of classes; bugs, security,

new feature, performance, and usability and 96% for the sentimental reviews.
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Chapter 1

Introduction

1.1 Introduction

Requirement elicitation techniques are very important for helping stake- holders

interact with software Requirement Engineers (RE), in addition it helps RE un-

derstand the problem domain risen from stakeholders. These techniques could

play a key role in resolving conflicts that may result from inconsistency between

requirements, which require clear and concise questions from RE and stakehold-

ers [36]. It will also help the RE appropriately determine stakeholder’s needs

and what solutions well suit their requirements.

The interesting part of the requirement elicitation is that it will save time and

money, in addition, it will make requirements more clear. The success of the re-

quirements elicitation gives an indication of the success of the project, since it is

considered as the core phase of the whole development life cycle of software pro-

duction. According to the Standish Group CHAOS report [36], approximately,

50% of projects were scrapped due to the failure of good requirements elicita-

tion.



2

Huge amounts of mobile application reviews created by users can be utilized

for marketing purposes, it can assist in measuring customer satisfaction. Re-

views can also be useful in gathering user needs and better understanding the

customer base. In this work, nonfunctional requirements are automatically ex-

tracted from the mobile apps reviews. Machine learning techniques are used to

do this purpose by classifying each user review into one of a predefined classes

related to the software requirement.

The interest in healthcare related apps is growing significantly. Health- care

systems in many countries rely on mobile applications which provide essential

services for patients. For this reason, and because of the diversity of mobile

apps, the experimental work presented in this thesis is applied to the user re-

views of healthcare apps.

User reviews of mobile applications often contain the users experience of us-

ing software products in the form of complaints and suggestions, as well. Such

information can be utilized by software developers in order to early fix bugs

and enhance the new release of the software systems [26]. However, due to the

noisy-nature of those reviews and large volume of them , the manual analysis of

them is really a big challenge to get a useful information.

Mobile applications are being used by billions of users across the world, thou-

sands of reviews are posted on the app stores every day. These reviews can

be very valuable for developers and application owners to gather requirements,

feedback, and recomendation directly from users. Yet, reading this huge number

of reviews manually, or using traditional means can be definitely time-consuming
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and cumbersome. Furthermore, user’s reviews are unstructured and often writ-

ten unprofessionally, and unclear. Analyzing these reviews can provide many

insights to enhance, improve applications and user experience, and more impor-

tantly respond to users feedback to increase user satisfaction.

Nowadays mobile applications play an important role in people’s life. These

applications provide services in different domains for different social groups.

Users seeking healthcare applications is increasing exponentially. With the rev-

olution of the information and communication technologies, users are increas-

ingly using the internet to access health services where they can find information

that help them take care of their health.

With such a technological revolution, patients can keep in touch with a doctor

from their home [28]. Doctors can do some basic diagnosis for their patients, in.

Telemedicine and telehealth applications have been introduced in order to make

healthcare more convenient, less expensive, and more preventative. Healthcare

mobile applications offer interesting opportunities in the healthcare industry, by

expanding services to patients beyond clinic boundaries. Health applications

dominate “app store”; therefore, it can be viewed challenging to developers to

gather user’s needs and build mobile health applications that have special fea-

tures concerning the well being of patients. In addition, such applications re-

quire high information security measures in order to ensure privacy.

Mobile health applications should be characterized by accuracy, high perfor-

mance, security, privacy and many other aspects. Hence, any faults or delay

could cause a negative impact on patients’ health and data privacy resulting in

loss of confidence.
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The main aim of this work is to apply machine learning and data mining tech-

niques to extract valuable information for healthcare software requirement en-

gineering from a large quantity of user reviews.

1.2 Background

In the last decade, we have seen a large growth in the usage of smartphone

technologies in the health industry. Doctor’s interaction with patients and vice

versa plays the most vital role in healthcare delivery. In fact, it is a significant

challenge to monitor the patients remotely. However, in this advanced technol-

ogy age, it is not difficult to bridge the gap between a doctor and a patient.

The healthcare industry is excited for smart- phone applications that connect

with patients anytime, anywhere, and improves the operating performance of

their clinics. Moreover, people are seeking quick and easy solutions for their

health ailments.

Smartphone applications help healthcare organizations to deliver good quality

care services[38],improved workflow processes as well as increased patient’s in-

teraction. Typically, this minimizes the complexity, reduces cost, and time in

order to achieve the desired goals. The adopting of smart- phone technology

and new conventional approaches to healthcare services have increased the de-

mand for smartphone health applications.Smartphone healthcare applications

make you provide the best treatment for optimum care, anywhere and anytime.

It offers health- care tools that enhance treatment quality and streamline work-

loads.
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Healthcare providers[17] monitor the patient’s condition and respond proac-

tively before it leads to any chronic disorder. They assist follow up patient’s

health records, updating health plans and maintaining the communication and

collaboration with the patients.

Physicians[38] use smartphone health applications in storing patient medical

information without any problems. It simplifies the complexity for healthcare

providers in making decisions on the patients’ diagnosis through patient med-

ical history records. Obviously, a well- designed user interface application can

help physicians to efficiently track the specific patient-related information.

Patients can book an appointment with physicians through smartphone appli-

cations, It helps healthcare providers to organize their availability and notifies

them when a patient books or cancels a medical-appointment.

Cutting-edge Smartphone technologies have led to many great mobile health

applications in application stores, such as Android and iOS, which are the two

largest platforms that host more than 165,000 applications regarding the medical

sector. However, 9% of it addresses topics such as screening, diagnose and mon-

itoring widespread spectrum illnesses [1]. Smartphone technology innovation

outpaced the critical evaluation of the impact of smartphones’ medical appli-

cations. Moreover, medical experts criticize the current situation of smartphone

medical applications, because these applications are predominantly technology-

driven and thus fail to meet the requirements of the clinical practices [23].
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FIGURE 1.1: Percentage of the download of the healthcare appli-
cation grouped by category. [11]

The low involvement rate of medical professionals does not only increase the

risk that ineffective or even the potential harmful tools that will be used by the

patients; it also leads to a poor rate of acceptance of the smartphone medical ap-

plications among physicians and therefore a low integration of these tools into

the daily clinical practices [35].

Smartphones medical applications leverage modern smart devices such as smart-

phones and tablets with built-in sensor technology, related software develop-

ment kits (SDKs) to screen, diagnose, and monitor the patient’s illnesses. Screen-

ing is the routine examination of individuals indicating illnesses or high-risk

illnesses. Diagnosis is the inferred state that indicates an illness is present in

the patient. The smartphones patient monitoring uses “technology to manage,
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monitor, and treat patient’s illness from a distance” [21] once an illness has been

attributed to a patient. There are a number of studies focused on the develop-

ment of smartphone application solutions for specific illnesses, such as diabetes

[3], asthma, and depression, and have reported lessons learned. Goyal et al.

[13] took a user-centered design approach, ensuring that the features of smart-

phone applications are informed by the needs of patients with Type 2 Diabetes.

The resulting application allows the patients to self-monitor their physical activ-

ities, diets, and weights, to identify glycemic control patterns in relation to their

lifestyles, and to guide them towards remedial decision-making. Årsand et al.

[3] illustrates that their smartphone applications can motivate Type 2 Diabetes

patients to think about how they can improve their health. Another recent study

presents a remote monitoring system for elderly patients with multiple chronic

conditions [4], which allow users to see their current medical reports on their

smartphones based on sensor data, to perform new measurements, and to com-

municate with care givers via the smartphone applications.

There has been a lot research on the reliability of Medical smartphone appli-

cations that are available on app stores that shows how many of these applica-

tion lack empirical evidence and short comings which has some serious conse-

quences in result. For instance, Wolf et al.[5] measures the performance of four

smartphone applications that evaluate photographs of skin lesions, when such a

picture is evaluated, the smartphone application gives the user a feedback about

the likelihood of malignancy. The sensitivity of the investigated smartphone ap-

plications ranges from 6.8% to 98.1%.
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Another example where Hamilton and Brady[24] analyzed up to 111 medical

smartphone applications focusing on pain management, link the weak perfor-

mance of some existing smartphone applications to low professional medical

involvement in the design of these applications, other studies [35] found that

the content of smartphone applications contains misleading claims and a lack of

academic references.

Machine learning algorithms are pretty helpful to classify and predict whether

a document represents positive or negative sentiment. Machine learning falls

into two categories: supervised and unsupervised algorithms. The supervised

algorithm uses a labeled dataset where each training document is labeled with

an appropriate sentiment. Whereas, unsupervised learning includes unlabeled

dataset where the text is not labeled with appropriate sentiments.

Supervised learning is fairly common in problem classification because the goal

is to make the computer know the created classification system. In the liter-

ature, there are many different classifiers based on supervised learning algo-

rithms, such as Naive Bayes (NB), Support Vector Machines (SVM), Maximum

Entropy (MaxEnt), Binary Classifiers (BC), Decision Tree Classifiers (DTC), Ran-

dom Forest Classifiers (RFC), etc. However, NB, SVM, and MaxEnt are most

commonly used algorithms in the field. Pang and Lee [32] have labeled sen-

tences in the document as subjective or objective . They have applied machine

learning classifier to the subjective group, which prevents polarity classification

from considering any misleading data. They have explored extraction of meth-

ods on the basis of minimum-cut formulation, which provides an effective way

for the integration of inter-sentence level information with many words [37].
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Opinion mining and sentiment analysis involve the extraction of sentiment words

from user reviews, automatic classification, and summarizing of sentiments.

Sentiment words in the free text can be identified by considering the following:

adjectives or adverbs, uni-grams or n-grams with their frequency of occurrence,

the POS (parts of speech) tagging of words or the negation of words [9].

1.3 Objectives

The main aim of this work is to apply machine learning and data mining tech-

niques, as well as, some of Natural Language Processing (NLP) techniques to

extract non-functional software requirements from user’s review of a selected

group of healthcare mobile applications. This information can be then used for

updating and improving mobile application accordingly. The main objectives of

this work can be summarized as follow:

• Collect sufficient amount of user’s reviews for mobile apps in the health-

care domain from different apps stores.

• Use the annotated dataset for developing an automatic system, which can

classify unseen user review into one of the target classes, using machine

learning and data science techniques.

• Evaluate the developed systems and study the effect of different machine

learning techniques and data quality and quantity.

• Make all collected and annotated dataset and developed systems available

for researchers who like to do work in this field.
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1.4 Research Questions

Although there is some work has been done in this field and related field, we

believe that still there are some interesting research questions that this work can

contribute to finding answers to these questions. Some of these questions can be

formulated in the following three questions:

RQ1: To what extent user’ reviews can be useful and beneficial for software

requirements engineering?

RQ2: How effectively can the machine learning and data mining techniques are

used to classify unstructured users posts/reviews into non-functional require-

ments?

RQ3: What are the most useful features in the natural language processing and

the most efficient machine learning technique for this task?

The important chapters in the thesis that answer our question are Chpater4

Data Collecting and Analysis which is dedicated to full-fill our first objective,

and shed light on answering the RQ1, and Chapter5 Experiments and Results

which is dedicated to full-fill our second and third objectives and shed light on

answering the to the RQ2 and RQ3.



11

Chapter 2

Literature Review

In this section, a detailed review of related and recent work is presented. To

make the literature reviews more organized, we divide the literature review into

sub-sections, starting by presenting a review of related studies in the field of

sentimental analysis, which is related and close to the scope of this study. After

that we present a detailed review of similar work to our work, focusing on the

data set used, features representation and machine learning techniques used in

these studies.

2.1 Sentimental Analysis

The customer’s satisfaction predicts their retention, loyalty, and products repur-

chase. It has also been suggested to get the impact on the future’s product search

activity, alterations in “hopping behavior”, as well as the trials of other avail-

able products in this sector. Keiningham and Vavra [22] found that for every

increased percentage of the customer’s satisfaction, there is an increased aver-

age of 2.37% that returns on the investment. Furthermore, when customers are

satisfied, they spread this information, and act as the company marketers. Ac-

cording to Gitomer [12], nearly one half of the American business is built on
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“word-of-mouth” communication. Such outcomes demonstrate the importance

of customer’s satisfaction. While some of these ideas and outcomes are dis-

puted, the measurement of customer reactions remains important. Thus keys

are able to assess these reactions, in order to determine methods to improve

business effectiveness. The measurement of customer’s service is highly impor-

tant, there is no approved universally measurement scale. According to [29],

there are several theories that propose how we should approach the customer’s

service assessment.

Today, social media represent the networks support that allows the consumers

to tap into a vast universe of same opinions, critiques, feedback, recommenda-

tions, or warnings about specific products or services that enable the customer to

review your site and provide a positive effect on your company’s organic search

rankings in search engines.

The number of information posted on social media is in the text form. Such texts

are not only containing factual information but also it contains subjective eval-

uations and expressing opinions. These consumer’s opinions are of particular

value for tourism and hospitality marketers, which aims at gathering the market

intelligence, and also for consumers who need to gain a quick overview of the

collective opinions about a destination, provider or product/service/experience.

Due to the sheer amount of the available consumer-generated content, manu-

ally extracting sentiments have become impractical, spurring a whole field of

the commonly referred inquiry to an analysis opinion.

Sentiment analysis aims at providing the judgment of the expressed opinion in

a subjective text, which is capable of distinguishing positive, negative, or even
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a more subtle opinion, such as anger, grief or joy. This involves two subse-

quent tasks: identification of subjective/objective information, and the senti-

ment classification of the subjective information, which involves both polarity

and strength.

Sentiment analysis has been in practice on a variety of topics. For instance,

the sentiment analysis studies for movie reviews, product reviews, and news

and blogs. In this context, Twitter-specific sentiment analysis approaches are

reported. The research on sentiment analysis so far has mainly focused on two

aspects: identifying whether a given textual entity is subjective or objective and

identifying the polarity of subjective texts [34]. Most sentiment analysis studies

use machine-learning approaches. In the sentiment analysis domain, the texts

belong to either positive or negative classes. They may also be a multi-valued

or binary class like positive, negative and neutral (or irrelevant).

2.1.1 Sentiment Analysis Levels

According to [27], there are three main classification levels:

• Document level, which classifies a document opinion such as expressing a

positive or negative opinion or sentiment whole document as a unit .

• Sentence-level, which classifies an expressed sentiment in each sentence.

If the sentence is subjective, then it classifies it in negative or positive opin-

ions.

• Aspect-level, which classifies the sentiment with respect to the specific as-

pects of entities. Users can give different opinions on different aspects of

the same entity.
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According to [33], the document sentiment classification approach is typ-

ically used to classify movie reviews by means of using supervised machine

learning method. In [31], the authors used the semantic orientation of words

defined by and several information from the Web and thesaurus. They achieved

85% of accuracy with and the semantic orientation of words and the lemmatized

word unigram.

2.2 Extracting Non-Functional Software Requirements En-

gineering Features from Mobile App Reviews

Maalej and Hadeer [25] tried to classify the user’s reviews into bugs, new fea-

ture, the user experienced and rated categories. They used different techniques

of data classifications and then compared their accuracies.

They applied different techniques as borrowed from the Natural Language Pro-

cessing, sentimental analysis and text classification, such as Naive Bayes, Deci-

sion trees and Maximum-Entropy (MaxEnt).

In order to make their study, they crawled a real users’ review from Apple and

Google store. The data contains user text review, title, app name, category, store,

submission date, username, and star rating.

The main result of a set of experiments conducted, they compared the accu-

racy of simple string matching, text classification, natural language processing,

sentiment analysis, and review metadata to classify the reviews.

They conclude that text classification should be enhanced with metadata

such as the tense of the text, the star rating, the sentiment score and the length.
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Moreover, stop word removal and lemmatization, which are popular NLP tech-

niques used for document classification, should be used carefully since every

word in a short informal review can be informative. Overall, the precision and

recall of the four target classes are encouraging –ranging from 71% up to 97%.

Claudia Jacob and Rachel Harrison [18], built a model that only concerns with

feature request on the mobile app reviews that were written in the English lan-

guage. They depend on the linguistic rules and they defined the most words

that comprise about 80% of the feature sentences, such as: add, allow, complaint,

could, hope, if only, improvement, ... etc. Therefore, they chose multi-categories

of the Mobile Applications, such as health, sports, education, ... etc. In order to

get a significant sample of the reviews that contain feature request, they used a

total of 161 apps and collected a total of 3279 reviews.

They labeled the feature reviews manually; then used the MARA tool, which is

designed by them (Mobile App Review Analyzer) [18] to retrieve all the reviews

available for each app and classify the feature request.

In the last couple of years, many researchers have suggested probabilistic ap-

proaches which can summarize informative review content. Guzman and Maalej

[15] applied Natural Language Processing and sentiment analysis in order to

extract software features from the user reviews together with a summary of the

user opinions about each feature. These information provides valuable assis-

tance to analysts along with quantifying the importance of the software features

and prioritizing their work for future releases. As a final conclusion and sum-

mary, text classification is highly recommended and should be enhanced with

metadata such as the tense of the text, the star rating, the sentiment score and

the length. In addition, stop word removal and lemmatization, that are popular
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NLP techniques used for document classification, is to be used carefully, since

every word in a short informal review can be informative.

They used topic-modeling techniques to group fine-grained features into more

meaningful high-level features. They evaluated their approach with 7 apps from

the Apple App Store and Google Play Store and compared their results with a

manual, peer-conducted analysis of the reviews.

They also extracted the features from the reviews by applying a collocation find-

ing algorithm and aggregating features by their meaning, after they removed the

preprocessing text and the noise text.

They get a precision up to 91% (59% average) and a recall up to 73% (51% av-

erage). Overall, the results showed that the generated summaries are coherent

and contain the most mentioned features in the reviews.

Hui Yang and Peng Liang [40] proposed an approach that aims to extract the

functional and non –functional requirement from the mobile application user’s

review. Their experiment only used iBooks English applications. They also stud-

ied the effective number of the manual classification reviews for both functional

and non-functional on the F-measure, recall, and precision of the result.

In order to extract the requirement, they used a combination of TF-IDF and NLP

techniques, with the manual classification of the review in functional and non

–functional requirement. They also removed the stop words and the spam re-

views to enhance the accuracy.

They noticed that the value of F-measure dramatically increases when the sam-

ple size initially increases from 1 to 20 for FR classification, and from 1 to 7 for
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NFR classification. After that size (number) the value of F-measure tends to be

stable, this concludes that NFR classification requires fewer sample reviews to

get a decent set of keywords to reach a stable F-measure than FR classification.

This is reasonable because the FR keywords are more domain-dependent than

the NFR keywords. The result of the F-measure for both functional and non-

functional requirements for the maximum sample size that were taken was 100,

which was the NFR classification results (0.825) more than the FR results (0.479).

Suhaib Mujahid et al.[30] made a study on the wearable app reviews to explore

the complaints of the customer and categories. These complaints help develop-

ers to focus on its categories and enhance the new release of the application to

avoid these problems on new wearable applications; those applications that run

over the wearable devices like watches, fitness trackers, etc.

The authors decided to get the applications that had more than 100 low rated

(1 star and 2 stars) reviews. Low rated reviews have more complaints due to the

study concern.

The final sample was that they made a study of 589 reviews that were vary-

ing from 115-154 reviews per each application. The authors manually classified

these 589 reviews into 15 complaints’ categories and ranked the categories from

1- 15 based on the frequency of the complaints. The study revealed that the most

frequent complaints with relates to the functional errors, namely the high-cost

and the lack of functionality.

Chaochang Chiu [7] extracted about 2,000 reviews from game applications in

Chinese. So, they execrated these reviews and analyzed them using various

types of metrics, such as games’ attributes, gender, and game types. They found
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that there is a high correlation between game attribute and gender; this will sup-

port the developers when they design games to take these opinions into their

consideration.

their study also revealed that males tend to write reviews when they extremely

dis-satisfied or satisfied, in contrast of females who are taking into their con-

sideration more of what do these reviews mean and their decencies with a star

rating. They analyzed the reviews into various metrics, which included game’

types, such as racing, sports, puzzle, . . . etc., and game’ attributes, such as sta-

bility, developers, aesthetics, and musicality.

Their study reveals the uniqueness of the gender reviews opinions and their

rating to the applications; it captures negative and positive reviews with appli-

cation attribute. Their study is very important to the commercial market for the

current applications’ offers and the users’ needs.

2.3 literature review summary and Conclusion

As we discussed early in this chapter, various researchers in this field proposed

some techniques to classify the user’s reviews into bugs, new features, the user

experience and rated categories. Also, there are some researches about how to

classify the movie and sports. The researchers made a study on the wearable

app reviews to explore the complaints of the customer and categories.

Some researchers built a model that only concerns with feature request on the

mobile app reviews that were written in the English language. Some researchers

tried to extract the functional and non –functional requirements from the mobile
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application’s user’s reviews. Additionally, they extracted these reviews and an-

alyzed them using various types of metrics, such as games’ attributes, gender,

and game types.

They used various techniques and machine learning algorithms such as as Naive

Bayes (NB), Support Vector Machines (SVM), Maximum Entropy (MaxEnt), Bi-

nary Classifiers (BC), Decision Tree Classifiers (DTC), Random Forest Classifiers

(RFC), etc. However, NB, SVM, and MaxEnt are most commonly used algo-

rithms in the field. Of course, we really thank them about their informative re-

searches that leads us to make a new research. My research paper distinguishes

to their research that my study is concerned about heath care app reviews. So

I build a new data set, which that I collected about 100,000 reviews and the ex-

perts manually classify the reviews to five categories, which are usability prob-

lem, performance problem, security problem, bug or new feature, also we asked

the expert to classify the user’s impression to the positive, negative or neutral.

Also our system filters the data into three sub systems, it classifies the users

review to main three categories. Then it deeply digs to explore the kind of the

bug to general bug, usability, performance or security bug and the classify the

kind of the sentimental to positive negative or neutral. We applied used many

algorithms and preprocessing, Bigram, etc.

We will elaborate this in the methodology chapter of this study. Our approach

helps app analysts and developers to identify useful feedback form the user’s

reviews .
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Chapter 3

Research Methodology

In order to fulfill the objectives of this thesis and introduce answers to the re-

search questions presented in the introduction of this report, two important

things need to be prepared and designed well. The first one is a suitable and suf-

ficient dataset, which includes a sufficient number of mobile applications user

reviews related to the field of this study, which is the healthcare mobile appli-

cations. In addition to the reviews, we need to have some annotations such as

the sentimental analysis or the impression of the user about the used application

as a positive impression or negative or neutral. We also need to categorize each

review into one of our five specified categories (or classes), which represent non-

functional requirements engineering. If they are not available with the dataset,

these annotations need to be done manually by experts in the field. More de-

tails of the dataset collection, description and analysis are presented in the next

chapter (chapter 4).

The second important component of our methodology is to design and imple-

ment an automatic system, which can classify any unseen review, in our target

field, into one of the specified classes with high accuracy and in short time.
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Now, how accurate the system is, depends on many factors; such as quality and

quantity of the data set used to train the system, the features used to represent

the target classes, machine learning technique used for modelling target classes,

and other factors. In this chapter, we propose an overall system, which can

be used for extracting useful information (e.g. non-functional software require-

ments) for the user reviews. This information is helpful for the requirement

engineering, which is an important part of the software engineering cycle. In

our methodology, we achieve this objective by building a classification system,

which is able to classify a given review into one of predefined classes that rep-

resent main and important categories useful for the software requirement engi-

neer.

Its worth to mention that our system consist of the three main sub-systems, the

first one is front end system classify the reviews in to Bugs, New feature or Sen-

timental, the second sub system is back end system that is responsible to make

more digging to explore the details behind the Bugs , so that back end system

classify the Bugs into four categories, which are General Bug, Security problem,

usability problem or performance problem , and the last one is he sentimental

analysis system , which get specific classification of the sentimental, theses spe-

cific classifications are positive, negative or neutral.

In order to make the right comparison between the different criteria of the data

selection and the techniques that we used , we start our work with baseline sys-

tem as a convention, so we used it as a reference system for all proposed systems

and experiments.
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The following sections describe in details the classification system proposed in

this work. This system consists of mainly two parts; feature reduction module

and pattern recognition (or machine learning) module. In our study, different

representation features borrowed from the natural language processing (NLP)

are investigated and a set of machine learning techniques commonly used for

similar task are also investigated for our proposed task.

3.1 Features Reduction

By reviewing good number of related studies, as described in the literature re-

view earlier in this report, we have seen that most of the reviewed studies used

features commonly and successfully used in the NLP. The most common fea-

tures are the n-gram language models at words level. By this, each review is

represented by a vector of features. For uni-gram, a vector of unique words ap-

pears in the whole training data and for each review, the frequencies of words

appear in the review are used as features.

Since the number of unique words is high compared with the number of words

of a single review, most of the frequencies in the features vectors are zeros ex-

cept the words consisting the review. The Bi-gram is similar except it looks at

the frequency of sequence of two words, i.e. the probability of two words com-

ing with each other. In this case, the feature vector size is squared of the number

of unique words appeared in the training data. This huge feature dimension re-

quired a lot of training data.
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TABLE 3.1: N-Gram Structure of User’s Reviews.

User’s review Uni-gram Bi-gram

Scam app just for stealing data “Scam” “Scam app”

“app” “app just”

“just” “just for”

“for” “for stealing”

“stealing” “stealing data”

“data”

As shown on the Table.3.1, we show some examples of uni-gram and bi-gram

after applying it on the original user’s review that selected from data set.

3.1.1 TF-IDF Features

The TF-IDF (term frequency-inverse document frequency) features are statistic

based features that reflect the importance of a word across a set of documents.

This measure is composed of two individual measures: the term frequency and

the inverse of the document frequency.

Words in the document with a high tf-idf score occur frequently in the docu-

ment and provide the most information about that specific document.

In most cases, the higher the occurrence of a word to appear in a document

the bigger the TF coefficient. That means both are directly proportional. Impor-

tance coefficients is inversely proportional of these two, as it goes higher as the

word occurrence go lower. With that being said, to compute TF*IDF, one must

know the value of term occurrences.
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TF*IDF is an important technique in showing the comparison of the term’s fre-

quency (TF) and Inverse document frequency (IDF). Each word or term has its

own respective TF and IDF score. Multiplying these two scores of a term, we get

the product called TF*IDF weight of the terms.

It is safe to assume that the higher the TF*IDF score (weight), the lower the

term and vice versa.

The TF*IDF shows and weighs down the number of occurrence of that spe-

cific word in a document and gives essential points to that word based on the

number of times it appears in that document. Aside from that, it also provides

an information on how important a word throughout the whole article, which is

referred to as corpus.

For a term t in a document d, the weight Wt,d of term t in document d is given

by:

Wt,d = TFt,d log (N/DFt) Where:

• TFt,d is the number of occurrences of t in document d.

• DFt is the number of documents containing the term t.

• N is the total number of documents in the corpus.

3.1.2 Noise Removal

Processing noisy data may cause serious problems on machine learning appli-

cations during the training process, as well as the testing process. so when we

removed the noisy words, we reduce memory consumption, prevent over-fitting

and improve speed.
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In our experiments, the extra spaces, symbols and numbers are removed

from the user’s review before applying the further processing.

TABLE 3.2: Example of the user’s review before and after remov-
ing the noise

Original review Review After removing noise

"6/8/17 is the last update today I

got a notification to update problem

today is 6/14/17!!!!!!(NOT DEPEND-

ABLE) TRACKING FOR SOME SEC-

TIONS When I am in a taxi stupid

app tracks movement as riding a bicy-

cle. DEVELOPMENT HUMONGOUS

ERROR OR TESTERS NEGLECT!"

is the last update today I got a notifi-

cation to update problem today is NOT

DEPENDABLE TRACKING FOR SOME

SECTIONS When I am in a taxi stupid

app tracks movement as riding a bicy-

cle. DEVELOPMENT HUMONGOUS

ERROR OR TESTERS NEGLECT

As shown on the Table.3.2, we show some examples of review after remove

the noisy words from the original user’s review that selected from dataset.

3.1.3 Stop words removal

Stop words are the words ,which are filtered out before or after processing of

natural language data (text). Though "stop words" usually refers to the most

common words in a language, and that show up a lot in every document (e.g.

prepositions and pronouns).
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TABLE 3.3: example of the user’s review before and after remov-
ing stop words

Original review Review After removing stop words

"** Galaxy S5 ** The product is built

around the information in the app, but

I’ve just installed it and so far couldn’t

activate my account in the app and now

I can’tsetmy target weight. The graphics

are allmessed up and restarting app and

phone does nothing. Doesn’t seemlike

they tested much beforerelease. Will up-

date review once the apps updated."

"** Galaxy S5 ** The product built in-

formation app, I’ve installed far activate

account app I set target weight. The

graphics messed restarting app nothing.

Doesn’t like tested release. Will update

review apps updated."

As shown on the Table.3.3, we show some examples of review after remove

the stop words from the original user’s review that selected from dataset.

3.2 Machine Learning Techniques

After extracting representative feature vectors from the text reviews of length N

for Uni-grams and N2 for Bi-grams, by the feature extraction module, a machine

learning technique is used to build a model for each class using the extracted

feature vectors from the training dataset. By reviewing the related studies [32]

[9] [25] in the field, the most common machine learning techniques used are:

• Naïve Bayes

• Multinomial Naïve Bayes

• Random Forest



27

• Support vectors machines (SVM).

All of these techniques implemented in the well-known Weka toolkit [39]. There-

fore, it is used in all of our experiments represented in the following chapters.

In order to build a model for each class with specific machine learning tech-

nique, we need to train the model with a training data for each class. To eval-

uate the accuracy of the trained system in recognizing the true class of a given

review, a subset of the data set, which doesn’t appear in the training data need

to be used for the testing purpose. For this, the data set was divided into two

non-overlapped subsets; one for training the system and one for testing it. The

training data set is around two-thirds the whole data and one third is left for the

testing. More details of the dataset and training/testing divisions are found in

the data collection and analysis section.

The proposed methodology needs to be validated by reporting the performance

of the automatic systems using performance measures that used in this field

such as accuracy, recall, precision, and F-measure. We also aim to evaluate and

compare various machine learning techniques in order to choose the best model

for this specific task.

So the Figure.3.1 shows the proposed steps that we should follow them passed

the review into different sub-systems in order to predict its type, the front end

system classify the reviews in to Bugs, New feature or Sentimental, after that we

pass the user’s review that our system classified as Bugs in order to get more
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FIGURE 3.1: Architecture of the reviews classifications

specific classification, so that back end system classify the Bugs into four cate-

gories, which are General Bug, Security problem, usability problem or perfor-

mance problem, also we build the sentimental analysis system , which get spe-

cific classification of the sentimental, theses specific classifications are positive,

negative or neutral, the Figure. 3.2 show these detail
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FIGURE 3.2: Architecture of the reviews classifications
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Chapter 4

Data Collection and Analysis

4.1 Data Collection

To achieve our objectives and implement our described system in chapter 3 ear-

lier, a suitable and sufficient data set is needed. To our knowledge, there is no

available dataset that can fit our target in this project. Therefore, we decided to

collect our own dataset and do the required analysis and annotation according

to our needs. The most challenging task of the data collection is the labeling of

each review by an expert (or more) according to the classes we defined in this

project. To make this easier, we developed a web site by, which volunteer ex-

perts can read a randomly selected set of reviews and give some details about

each review such as the impression of the user (sentimental), assign it to one of

our five target classes if possible. Since the five classes labeling is the most im-

portant for our project, we also asked the expert to express his/her confidence

level of his/her decision (high, medium or low confidence). This will help us

train our systems on data labeled with high confidence and find the correlation

between the system predictions and the expert labels. We are also interested in
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comparing the performance of systems trained on data labeled with high confi-

dence and medium and low confidence. The data collection process is described

in the following stages:

1. Retrieve a sufficient number of user reviews on mobile applications in the

field of healthcare. We have retrieved around 90,000 reviews written in

English for 10 healthcare applications from Google Play Store. The Fig-

ure. 4.1 below shows the selected 10 applications with their average rat-

ing. The figure above reflects the distribution of the average of rating of

FIGURE 4.1: Healthcare applications with their overall ratings

healthcare applications by did by users, we note from the figure that the

highest average rate is for “Ada-your health Guide-Google play”, and the

lowest rating is for Health and nutrition guide. We developed a python

code for this purpose, and we used Chrome selenium driver in order to

collect this number of reviews. This process was very exhausting since we

were monitoring the system while data gathering, which took relatively

long time. We created a database for this huge data including review texts,

app names, submission dates, usernames, and rating stars.
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2. The collected reviews need to be annotated according to what we have

defined in the methodology. The annotation process is a manual process

and needs to be done by expert people with a good experience in the soft-

ware development and maintenance (Software engineering). It is difficult

(or impossible) to ask one expert to annotate this huge number of reviews.

Therefore, 10 experts with different experience participate in this process.

To make it for the experts easy, we built a website using PHP, Apache, and

MySQL for this purpose. We published this website through the internet

and asked volunteers who have good experience in the field of software

development and engineering, to help in the annotation process. This can

be done remotely over the internet by first filling in a simple form de-

scribing his/her experience in software, number of years working in this

field, age, contact information, work and resident location, gender and the

specific field of experience. By filing this form, the participant will get

a username and password by, which he/she can get access to the online

system (website) where he/she can start the annotation process. Once lo-

gin, the participant gets a randomly selected number of reviews (default

number is 100 but can be more if the expert is willing to do more). For

each review, the expert needs to express the reviewer’s impression about

that application as positive, negative or neutral (for sentimental analysis).

Also, the expert is asked to classify the presented review as one of our five

target classes (Bug, New Feature, Performance, Security, Usability or Sen-

timental), if this review doesn’t belong to any of the specified classes. In

addition to this, the expert is asked to express his/her confidence level for

each of this classification, as a high, medium or low confidence. This will

help us to identify the reviews labeled with high confidence and that with

less confidence, and study the effect of this on our proposed systems.
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In some cases, we had meetings with some of the expert participants prior

to the annotation to illustrate them more about the idea of this project and make

sure they understand what they need to do carefully. Even with a good and

related experience, the annotation process is a subjective decision, having more

labeling decision for each review from multiple experts gives more confidence

to the final decision. For example, if two experts label the same review with

the same class label, this means that most probably the label is correct. If three

experts label the same review, and two agree on the same label, but one had a

different label, most probably the two experts label is the correct one. It is not

possible to have multiple (two or more) for each review, because it needs either

each expert to label many reviews or to have many experts working on the same

reviews. To overcome this limitation, we select the sample reviews for each ex-

pert randomly. By this, some of the reviews will have labels by two experts.

Then, we can easily select a subset of the annotated data consists of reviews

with two or more annotators agree on the same label. Furthermore, we can have

a subset consists of reviews have the same label by two annotators with high

confidence decisions.

Some of the presented experiments in the next chapter were conducted on dif-

ferent data subsets as explained above to study the impact of labeling confidence

on the system performance.

In our experiments we exclude all reviews that have many classifications on the

same time. For example, we excluded the review that classified as security and

usability, or Bug and performance. On the remainder section of the data collec-

tion, we present some examples of the collected reviews with their annotation

by the experts and the sentimental analysis of them.
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TABLE 4.1: Sample of the data classified as bugs including the
sentimental of the review

Review Review Classification Review Impression Rating

Suddenly stopped working

even after being to the gym

for 2 hrs saying I’ve only

done 9 steps

Bug Negative 3

The Table.4.1 shows a sample of the data classified as bugs, also the table

includes the sentimental of the review in general.

TABLE 4.2: Sample of the data classified as performance includ-
ing the sentimental of the review

Review Review Classification Review Impression Rating

I generally love this app.

But, after the latest update, it

has been running extremely

slowly on my Galaxy S7. It

also freezes for seconds to

nearly minutes at a time be-

fore finally syncing my steps,

food, exercise, etc.

Performance Negative 3



35

TABLE 4.3: Sample of the data classified as security including
the sentimental of the review

Review Review Classification Review Impression Rating

Scam app just for stealing

data

Security Neutral 1

The above Table.4.3 shows sample of the data classified as a security prob-

lem, also the table include the sentimental of the review in general, it’s clear that

some user’s review rated as five but they asked us to solve some problems in

the software.

TABLE 4.4: Sample of the data classified as Usability including
the sentimental of the review

Review Review Classification Review Impression Rating

Doesn’t show steps recorded

on devices between iOS and

android. Pretty annoying as

both sync to the same service.

Usability Negative 2

The above Table.4.4 shows a sample of the data classified as usability prob-

lem, also the table includes the sentimental of the review in general.
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TABLE 4.5: Sample of the data classified as new feature including
the sentimental of the review

Review Review Classifica-

tion

Review Impression Rating

I really liked it. Currently tracking

all my activities. The one thing they

need to add is &quot;share my run-

ning feeds&quot; ,which i can dis-

play to everyone, may be in blog,

Google+. May be some kind of

widget... That would be a killer...

New Feature Positive 4

The Table.4.5 shows sample of the data classified as a New feature, also the

table include the sentimental of the review in general.

TABLE 4.6: Sample of the data classified as multiple classifica-
tions including the sentimental of the review

Review Review Classification Review Impression Rating

This ap does not count steps

correctly when challenging

others. Sometimes its over

and sometimes under. Makes

challenging friends useless

Bug,Usability Neutral 2

The Table.4.6 shows sample of the data classified that the review contains

multiple classifications, also the table include the sentimental of the review in

general.
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4.2 Data Analysis

In this section, we present some analysis on the collected and labeled data, in

terms of number of labeled reviews for each of our target classes, number of

reviews labeled with high confidence, medium and low confidence. Also, the

number of reviews labeled by only one expert and that labeled by two or more

experts.

4.2.1 Sentimental Analysis

In total, 7613 reviews were labeled by at least one expert according to the user

impression as positive, neutral or negative.

TABLE 4.7: Customers rating for medical applications

Count of reviews Rating

1817 1

865 2

1097 3

1166 4

2668 5

The Table.4.7 shows total number of reviews for each user’s rating, so our

collected data distributed over all rating numbers, by random study of sample

data we observed that the user’s complaints are not limited with rate one and

two, but it always exists in rate four and five, this mean that the user is love the

applications but it has some problems or need new feature.
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TABLE 4.8: Statistical analysis of the classified review

Positive Negative Neutral

3630 2766 1217

The Table.4.8 shows the number of classified reviews belongs to the senti-

mental categories. Also we did some statistical analysis of the annotation pro-

cess of the collected data, as shown in the below table, it shows the total number

of annotated reviews for each of the five target classes. For each class, the num-

ber of annotated reviews with high, medium and low confidence is also shown

in the table. Moreover, for each class, the number annotations, which are done

by one expert and the number of annotations, which are done by two experts.

TABLE 4.9: Statistical analysis of the classified review

Requirement

Classification

Review

Classi-

fication

count

High

confi-

dence

Medium

confi-

dence

Low

confi-

dence

Unique

reviews

No.

reviews

auditing

by 2

auditors

Bug 2758 2205 514 39 1513 867

Usability 839 638 186 15 666 142

New Feature 1170 889 257 24 748 308

Performance 555 383 164 8 465 72

Security 96 62 27 7 71 17
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Though our observation of the data in the Table.4.9, its shows that Bug cat-

egory represent most of the data then new feature, usability, performance and

security respectively. Also the data shows that the percentage of the high con-

fidence was greater than the medium and low, this lead that the in general the

user express well on his/her need of the software.

TABLE 4.10: Classification of the user impression with relative to
real rating did by the user himself

No.reviews review impression

classified by experts

User’s rating

1585 Negative 1

653 Negative 2

566 Negative 3

232 Negative 4

148 Negative 5

385 Neutral 1

240 Neutral 2

323 Neutral 3

249 Neutral 4

187 Neutral 5

100 Positive 1

79 Positive 2

362 Positive 3

829 Positive 4

2454 Positive 5
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The Table.4.10 shows our classification of the user impression with relative

to real rating did by the user himself, so we group the data set to the user’s im-

pression and rating, so we classify the count of the reviews for each impression

relative to the rating and it’s clear that even so the rating of the users was four

or five their comments were negative, also some users rated the application as

one and their review was positive.

FIGURE 4.2: Percentage distribution of the customer’s reviews
rating

As shown in the Figure. 4.2 we distributed the rating as a percentage, we

note that the highest percentage is for the users who rate 5, the second is for

who rate 1, the third is for who rate 4, the fourth is for who rate 3 and the least

percentage is for who rate 2.
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As shown in Figure.4.3 , the majority of users classified the healthcare appli-

cations positively by 47.68%, where the second rate classified them negatively

by 36.33% and only 15.99% classified them neutrally.

FIGURE 4.3: Distribution of Reviews by classification
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Chapter 5

Experiments and Results

5.1 Experimental Setup

After labeling a sufficient part of the collected data by expert volunteers and do-

ing some analysis and pre-processing on the annotated data, as presented in the

earlier chapters, this chapter describes the experiments we did on the annotated

data and present the results we achieved.

Different classifications techniques are implemented and investigated in order to

see ,which one is the best for extraction the Non-functional requirements (NFR),

based on the literature review we did in the field of our study, we decide to use

the following classification techniques in our systems.

1. Naïve Bayes

2. Naïve Bayes Multi nominal

3. Random Forest

4. Support Vectors Machines
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These classifiers are used to solve multi-class classification tasks, also these

are the most popular and accurate multi-class classification methods in the given

research domain. So we introduce a description about the used algorithms:

1. Naïve Bayes:

The Naive Bayes [10] is a supervised classification algorithm based on

Bayes’ Theorem, assuming that the class has unrelated features, hence the

word naive. The Naive Bayes classifier calculates the probabilities for

every factor; where the result of highest probability has been chosen

The theorem is described in Figure.5.1 (A), the prior probability of A ,which

means it does not consider any information about B. (A|B), the conditional

probability of A given that B is true .

A Naive Bayes model assumes that each of the features it uses are

FIGURE 5.1: Bayes’ theorem

conditionally independent of one another given some class [37], so a doc-

ument is considered to be an ordered sequence of words obtained from

vocabulary.

Naïve Bayes classifiers have been successfully applied in many domains

such as

• Classifying the email is spam or not

• Classify a news article into different categories such as: technology,

politics and sports.
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• To check if a piece of text is expressing positive or negative emotions.

• Being used for face recognition software.

2. Multi nominal Naïve Bayes:

The Multinomial NB implements the naive Bayes algorithm for multino-

mial distributed data, and it is one of the two classic naive Bayes variants

used in the text classification where the data are typically represented as

word vector counts [38], Where the Multinomial Naïve Bayes Classifica-

tion is the number of occurrences of “t” in training documents from class

c, it also includes multiple occurrences. [37]

Multinomial Naive Bayes assumes multinomial distribution for all the pairs,

which seem to be a reasonable assumption in some cases, i.e. for word

counts in documents.

Random Forest:

Random Forest is a supervised learning algorithm, it’s considered a pow-

erful algorithm proposed [10], which combines several randomized deci-

sion trees and aggregates their predictions by averaging, it creates a set of

decision trees from randomly selected subset of training set, most of the

time trained with the ‘bagging’ method, this adds additional randomness

to the model, while growing the trees. Instead of searching for the most

important feature while splitting a node, it searches for the best feature

among a random subset of features.

The algorithm is considered great for early training in the model develop-

ment process, to see how it performs. It is hard to build a “bad” Random

Forest; because of its simplicity. This algorithm is also a great choice, if
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you need to develop a model in a short period of time.

Random Forests are considered very hard to beat when it comes to perfor-

mance and time[6]. There are other models that can perform better, such

as the neural network, but at the cost of time in development. In addition

to that, they can handle a lot of different feature types, like binary, categor-

ical and numerical.

Support Vectors Machines:

Support vector machines are supervised learning models with associated

learning algorithms that analyze data used for classification and regression

analysis. [16] it comprises of a set of related supervised learning methods

that is used for classification and regression.. In simple words, given a set

of training examples, each marked as belonging to one of two categories,

the SVM training algorithm builds a model that predicts whether a new

example falls into one category or the other. [16]

SVM is widely used in a wide range of applications that includes but

not limited to content-based image retrieval, biometrics, object detection

and recognition, text recognition, speech recognition, speaker identifica-

tion, and benchmarking time-series prediction tests. [20] [8]

In total, we have about 7600 raw reviews. We manually labeled 3600 unique

reviews that were classified as non-functional requirements or new features and

sentimentally like a negative, positive or neutral. Of these, around 1700 reviews

were annotated by two experts, and the rest by only one expert. Some of the

presented experiments are conducted on the high confidence labeled data and
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some on the whole data (i.e. three levels of confidence).

The purpose of these experiments is to study the impact of expert confidence,

when doing data annotation, on the classification system performance. Some

other experiments are conducted to study the impact of doing the annotation

by only one expert and multiple experts. Intuitively, when two or more experts

agree on the same label for a specific review, it implies that this label is most

probably correct. On the other hand, when only expert does the labelling or two

experts or more but with contradiction, the probability that the annotations are

correct is lower.

In addition, for these experiments, we excluded all reviews that have contra-

dicting labels on the same time. for instance, we excluded the reviews that clas-

sified as security and usability, or Bug and performance by different experts. To

exploit all information and properties of the collected data, we took the large

sub set of data the matches with the criteria below and we consider it as base

line criteria, after that we changed some parameter of the criteria to compare the

new result with base line criteria result.

Based on the literature review [25] [18] [7] we see that to apply Bi-gram, re-

move stop words and remove noisy words and TF-IDF, so that we made these

parameters are constant in all experiments. Also we exclude the contradiction

reviews and reviews that has many classifications

The following pre-processing steps were applied on the raw reviews before ex-

ecuting the experiments.

1. WEKA Toolkit [39] was used in all of our experiments presented in this

thesis.
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2. The raw reviews were converted to arff format to be compatible with Weka

toolkit.

3. Each review was converted to the word of the vectors using an unsuper-

vised filter (StringToword vectors) with BIgram features and other default

attributes on this filter type , Figure.6 in the appendix shows the applied

settings in the experiments .

4. Apply the BI-gram

5. Remove the defined stop words and noisy words

6. Apply TF-IDF

7. The above mentioned four ML classifiers (Naïve Bayes, Multi nominal

naïve Bayes, randomly forest and SMM) were trained on the training sub-

set data (66% of the used data) and evaluated on the testing subset data

(34% of the used data), also we apply the cross validation on the data set.

We aimed from this step to see the effective of the trained/tested data to

the classification accuracy, so that we take a sample of 66% for our data to

train on the data set and we use 34% of the sample to test our data set, of

course the data selected randomly, another familiar and sophisticated way

that we use it is cross validation techniques. we use k-fold cross-validation

method K-fold cross-validation works by using part of the data to train the

model, and the rest of the data set to test the accuracy of the trained model.

We use 5 and 10 folds. The goal is to have a good balance between the

size and representation of data in your train and test sets The cross valida-

tion chooses the subset randomly by shuffled sampling type.
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8. We run the experiments on the different subsets to see the effect of the data

on the classifier accuracy.

9. We run the experiments after applying the resample techniques to mini-

mize the biasing on the data and we record the result and compare the

result with experiments result before applying the resample techniques

The Figure. 5.2 shows these steps.

FIGURE 5.2: Data set preprocessing steps

5.2 Baseline system

In order to study the effectiveness of some techniques and data quality and

quantity, we developed a baseline system, which will be used as a reference

system for all proposed systems and experiments presented in this thesis.
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5.2.1 Baseline configurations

In all of our experiments, well-known Weka toolkit has been used for imple-

menting our proposed systems. All raw reviews done by one or more experts

(with high, medium and low labeling confidence) have been divided into two

subsets; 66% train and 34% test. All reviews with contradiction labels and that

have more than one label were excluded from the training and testing datasets.

The training data was used for training the baseline system, where testing data

was used for evaluation. The words of each review were converted to feature

vectors using bi-gram TF-IDF without removing stop/noisy words.

The word-level TF-IDF bigrams vectors extracted from the training data were

used to train different classifiers (mentioned in section 5.1); Naïve Bayes, Multi

nominal naïve Bayes, randomly forest and SMM. The feature vectors extracted

from the testing data were used to evaluate the resulting classifiers. The sys-

tem performance was represented by accuracy, precision, recall and F-measure

percentage.

5.2.2 Baseline Performance

As explained in the methodology chapter in this thesis, our overall system con-

sists of two pipelined modules (or sub-systems). The front-end system takes the

input review and classifies it as one of four major classes; bug, new feature re-

quest, sentimental and others. The back-end module takes all of the reviews that

are classified as bug from the front end system , and classifies them further as

general bug, security defect, and performance problem and usability difficulty.
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5.2.2.1 Front-end module results

Table.5.1 shows the performance of the front-end module of our baseline system,

for the four chosen classifiers.

TABLE 5.1: Performance results of the front-end system

Accuracy

Classifiers Correctly

Classified

Instances

Incorrectly

Classified

Instances

Avg. Preci-

sion

Avg.

Recall

Avg. F-

Measure

Naïve Bayes. 931 69.48% 409 30.52% 0.69 0.69 0.69

Multinomial

Naïve Bayes

977 72.91% 363 27.09 % 0.74 0.72 0.73

Random Forest 968 72.24% 372 27.76% 0.73 0.72 0.69

SVM 959 71.57% 381 28.43% 0.71 0.72 0.71

As shown from the results, the performance of the four classifiers are rela-

tively close with the Multinomial Naïve Bayes has the best performance, 73%

accuracy and F-score. The results presented in Table.5.1 are the overall perfor-

mance for the three classes. It is worth to mention here that the Multinomial

Naïve Bayes machine learning technique has been used in all of the experiments

described in the following sections and chapters.

In order to study, how well this system in predicting each class, we compute

the performance of each one, as shown in the results presented in Table.5.2 . In

general, the system ability to recognize sentimental reviews and reviews talking

about bugs or problems in the applications is significantly better than recogniz-

ing reviews that requesting new features.
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TABLE 5.2: Per-class performance of the frond-end system

Bug New Feature Sentimental
Classifier

Class
Prec Rec F.M Prec Rec F.M Prec Rec F.M

Naïve Bayes 0.67 0.68 0.67 0.49 0.52 0.50 0.78 0.76 0.77
Naïve Bayes Multinomial 0.68 0.78 0.72 0.52 0.52 0.52 0.85 0.75 0.90
Random Forest 0.66 0.77 0.71 0.81 0.11 0.19 0.76 0.87 0.81
SVM 0.67 0.67 0.67 0.58 0.41 0.47 0.77 0.84 0.81

TABLE 5.3: Front-end system Confusion Matrix with Random
Forest

Recognized
True class

BUG New Feature Sentimental

BUG 374 48 59
New Feature 61 100 32
Sentimental 117 46 503

These results show the system performance in recognizing each class, but do

not show the system confusion among these classes. For example, the percent-

age of reviews requesting new features that are falsely classified as bug and that

classified as sentimental. By computing these figures, we can see the classes that

have the most confusion and that have the less. Confusion matrix is very pow-

erful way of presenting all of these details. For each class, It shows the number

of reviews correctly classified and that falsely classified as one of the other two

classes. Table 5.3 and table 5.4 show the confusion matrix of the best two classi-

fiers, Random Forest and multi nominal Naïve Bayes, respectively.

TABLE 5.4: Front-end system Confusion Matrix with Random
Forest

Recognized
True class

BUG New Feature Sentimental

BUG 371 2 108
New Feature 101 21 71
Sentimental 87 3 576
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It is clear from the figures in the two confusion matrices shown in Table 5.3

and table 5.4 that the confusion is higher between the new feature class with

both bug and sentimental classes. Although the overall performance of the multi

nominal Naïve Bayes system is slightly higher than the random forest, its con-

fusion between the new feature and the two other classes is significantly high

compared with the Random Forest based system.

5.2.2.2 Back-end module results

The backend system takes the reviews that are classified as bug by the front-end

system and classifies them further as one of predefined four classes, namely,

general bug, security defect, performance problem and usability difficulty. In

our collected dataset, experts classified 1600 reviews as bugs. Out of these, 1162

are general bugs, 45 security bugs, 126 performance bugs and 269 usability bugs.

The back-end system classified 376 reviews correctly out of 545 testing reviews,

i.e. 69% accuracy percentage and 68% F-score, as shown in Table.5.5

TABLE 5.5: Back-end system performance

Classifiers Accuracy

Multinomial

Naïve Bayes

Correctly

Classified

Instances

Incorrectly

Classified

Instances

Precision Recall F-Measure

376 68.99% 169 31.01% 0.68 0.69 0.68

By looking at the system performance for recognizing each class, as shown in

Table.5.6 below, we find that the system is biased to the general bugs class with

accuracy of 84% compared with 36%, 12% and 8% for the usability, performance

and security, respectively. Our justification for this result is that because the
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TABLE 5.6: Details Accuracy of the classification techniques for
base Line criteria-stage2

General Bug Security Performance Usability
Prec Rec F.M Prec Rec F.M Prec Rec F.M Prec Rec F.M

Naïve Bayes Multinomial
0.84 0.89 0.86 0.08 0.27 0.12 0.12 0.09 0.11 0.36 0.14 0.21

TABLE 5.7: Back-end system confusion matrix

Classified as
True class

General Security Performance Usability

General 355 9 20 15
Security 3 4 3 5
Performance 22 12 4 3
Usability 44 26 7 13

available training data for the security, performance and usability are very small

compared with the General bug data, as mentioned at the beginning of this sub-

section. As expected, the system confusion is high between the general bug class

and the other three classes, as shown in the confusion matrix in Table.5.7 below.

There is also noticeable confusion between usability and security.

5.2.2.3 Sentimental Analysis Results

As described in the data analysis section, 2258 of the collected reviews includes

only user personal opinion expression about that particular application as a pos-

itive expression, neutral or negative. Eighty-one percent of these reviews ex-

press positive opinions, 12% neutral opinions, where the rest express negative

opinions. This type of reviews do not include any functional or non-functional

software requirements. As explained earlier in this chapter, our front-end sys-

tem identifies sentimental reviews. In order to recognize how many of these

reviews praise of the particular application, how many of these are neutral and

how many of these reviewers are not happy with the application.
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TABLE 5.8: Per Class performance of the sentimental analysis
system

Negative Positive Neutral

Naïve Bayes Multinomial
Prec Rec F.M Prec Rec F.M Prec Rec F.M
0.63 0.59 0.61 0.93 0.93 0.93 0.324 0.35 0.34

TABLE 5.9: Confusion matrix of the sentimental analysis system

Classified as
True class

Negative Positive Neutral

Negative 56 16 23
Positive 18 565 25
Neutral 15 27 23

Using the same configurations of the previous described systems, a sentimental

recognition system was trained and evaluated on the reviews labeled as senti-

mental. Three –class Multi nominal naïve Bayesian system, trained on 66% of the

available data, classifies each sentimental review as positive, neutral and nega-

tive. The remaining 34% reviews were used for system evaluation. The overall

performance result is shown in the table 5.10, where the per-class performances

were shown in Table. 5.8. The overall accuracy is about 84% with 84% F-score.

Since the training data for each class is not balanced, the system accuracy for

recognizing each class is higher for the class with more data. The system rec-

ognizes positive reviews with 93% accuracy, where it recognizes negative and

neutral reviews with accuracy 63% and 32%, respectively. In the subsequent

sections, we treat this imbalance in the dataset with different methods.
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TABLE 5.10: Overall performance of the sentimental analysis
system

Classifiers Accuracy

Multinomial

Naïve Bayes

Correctly

Classified

Instances

Incorrectly

Classified

Instances

Precision Recall F-Measure

644

83.85%

124

16.15%

0.841 0.84 0.84

As shown on the confusion matrix in table.5.9 , the system falsely recognizes

neutral reviews as positive and negative equally.

5.3 Study the effect of data label confidence on the system

performance

In this section, we study the effect of confidence level of the experts when man-

ually labeled the reviews. In all of the previously presented experiments, all

reviews with the three confidence levels were used. This implies that some of

the used reviews have wrong labels especially those with low and medium con-

fidence level. This surely degrades the system performance and increases the

system confusion between the target classes. Now, in order to study in detail

how bad this affects the system performance, we kept the same configurations

of the baseline system except the dataset. Only the reviews labeled with high

confidence were used in training and testing the baseline system. This results in

3699 reviews; 1379 bugs, 451 new features and 1869 sentimental reviews.
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TABLE 5.11: Per-class performance of the front-end system when
using high confidence reviews

Bug New Feature Sentimental
Prec Rec F.M Prec Rec F.M Prec Rec F.M

Baseline (using all dataset) 0.68 0.78 0.72 0.52 0.52 0.52 0.85 0.75 0.90
Using high confidence reviews 0.80 0.85 0.82 0.71 0.58 0.64 0.87 0.87 0.87

5.3.1 Front-end system results

Table.5.12 below shows the front-end system performance. The overall system

accuracy and F-score are improved from 73% (front-end baseline system) to 83%

when using reviews labeled with high confidence. This 13.7% improvement is

expected, since the number of reviews with wrong labels are minimized in the

used dataset.

TABLE 5.12: Front-end overall accuracy when using high confi-
dence reviews

Classifiers Accuracy

Baseline (all

dataset)

No of Cor-

rectly Classi-

fied Instances

with accuracy

Incorrectly

Classified

Instances

Precision Recall F-Measure

977 72.910% 363

27.09%

0.74 0.72 0.73

only high

confidence

data

1040 82.67% 218

17.33%

0.83 0.83 0.83

It is also clear that the recognition rate of the three classes are improved. The

sentimental class remains at the top with the highest recognition rate, 87%.
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5.3.2 Back-end system results

As mentioned earlier, the backend system classifies the bug reviews into four

sub-classes. By applying the high confidence filtration on the available reviews

labeled as bugs, we end with 1459 reviews that labeled as bugs with high con-

fidence. This data only will be used to train and test the backend system. Of

this data, 1102 reviews talk about general bugs, 230 talk about usability bug, 95

performance bugs, where only 32 reviews talk about bugs in the security.

TABLE 5.13: Backend overall performance when using high con-
fidence data

Classifiers Accuracy

Baseline (all

dataset)

No of Cor-

rectly Classi-

fied Instances

with accuracy

Incorrectly

Classified In-

stances with

accuracy

Precision Recall F-Measure

376 68.99% 169 31.01% 0.68 0.69 0.68

Using high

confidence

data

385 77.62% 111 22.38% 0.79 0.78 0.72

As shown in Table.5.13 above, the overall accuracy is about 78 %, whereas,

the accuracy of the backend system in the baseline is 69 %. This means that us-

ing the reviews labeled with confidence improves the backend system by 13%.

This improvement is very similar to the improvement achieved by the front-end

system described earlier.

In general, the recognition rate of all classes is improved when we used high

confidence data. The general bug category has the best rate with about 0.78
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TABLE 5.14: Per-Class performance of the backend system when
using high confidence data

General Bug Security Performance Usability

Baseline(all dataset)
Prec Rec F.M Prec Rec F.M Prec Rec F.M Prec Rec F.M
0.84 0.89 0.86 0.08 0.27 0.12 0.12 0.09 0.11 0.36 0.14 0.21

Using high confidence data 0.78 0.99 0.87 1.00 0.08 0.14 1.00 0.11 0.19 0.74 0.24 0.37

for the precision, 0.99 for the recall and 0.87 f-measure. This is because of the

amount of data for each class is not equal. This will be investigated experimen-

tally in the following sections.

5.3.3 Sentimental analysis system results

By applying the same high confidence criteria on the sentimental reviews, we

end up with 2035 reviews; 1763 positives, 197 negatives, and 75 neutrals. Sim-

ilar to the frond-end and backend systems, the overall and per-class results of

sentimental analysis system have improved significantly as shown in tables 5.15

and 5.16. The overall system accuracy is improved by around 7% (90% accuracy

compared with 84% for the baseline system). By looking at the per-class results

in table 5.20 below, we notice that the recognition rate for the positive class is

improved slightly, whereas, the recognition rate for the other two classes (nega-

tive and neutral) is decreased. This, maybe, because of the reduction for data of

these two classes after applying the high confidence filtration.
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TABLE 5.15: Overall performance of the sentimental analysis
system

Classifiers Accuracy

Baseline (all

dataset)

Correctly

Classified In-

stances with

accuracy

Incorrectly

Classified

Instances

Precision Recall F-Measure

644 83.85% 124 16.15% 0.841 0.84 0.84

Using high

confidence

data

624 90.17% 68 9.83% 0.87 0.90 0.88

TABLE 5.16: Per Class performance of the sentimental analysis
system

Negative Positive Neutral

Baseline(all dataset)
Prec Rec F.M Prec Rec F.M Prec Rec F.M
0.63 0.59 0.61 0.93 0.93 0.93 0.324 0.35 0.34

Using high confidence data 0.85 0.40 0.55 0.91 1.00 0.95 0.01 0.01 0.01

5.4 Study the effect of number of experts on the system

performance

In order to study the effect of having two experts or more and all have agreed

on the data labeling, we apply new filtration criteria on the dataset to select only

the reviews with two or more experts and all agree on the review classification

labels. By having multiple expert’s agreement on the same review labels, we

guarantee the quality of the data labels. Hence, the automatic system is trained

and evaluated on robust data. Out of this process, we end up with 1474 reviews
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(875 bugs, 343 new features and 283 sentimental). This data was used to train

and evaluate front-end sub-system of our baseline system.

The following tables show the overall accuracy and per-class results of our three

baseline sub-systems (front-end, back-end and sentimental). It is worth to re-

mind the reader that all of the experiment configurations are kept the same for

the baseline system, such as classifier type, data division (66% training and 34%

testing), and other parameters.

TABLE 5.17: Overall accuracy front-end system using data la-
beled with two or more experts

Front-end Accuracy

Baseline (all

dataset)

No of Cor-

rectly Classi-

fied Instances

with accuracy

Incorrectly

Classified

Instances

Precision Recall F-Measure

977 72.910% 363 27.09% 0.74 0.72 0.73

only high

confidence

data

1040 82.67% 218 17.33% 0.83 0.83 0.83

Two or more

experts

382 76.25% 119 23.75% 0.78 0.76 0.75

As shown in the Table.5.17, the overall accuracy is about 76% whereas, the

accuracy of the baseline is 73 %. As we expect, that multiple experts have posi-

tive impact on the system performance.
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TABLE 5.18: Per-Class performance of front-end system using
data labeled with two or more experts

Front-end Bug New Featur Sentimental
Prec Rec F.M Prec Rec F.M Prec Rec F.M

Baseline(all dataset)
0.68 0.78 0.72 0.52 0.52 0.52 0.85 0.75 0.90

Using high confidence reviews 0.80 0.85 0.82 0.71 0.58 0.64 0.87 0.87 0.87
Two or more experts 0.76 0.95 0.84 0.66 0.49 0.56 0.94 0.49 0.64

As shown in Table.5.18, the sentimental class has the best precision, where

the accuracy was about 0.94 for the precision. Then, it comes the bug as the next

better class with precision of about 0.76, where, the precision the new feature

class is 0.66.

For the back-end system, about 770 reviews were resulted from the filtration

process with two or more experts agreed on the data labels. Of these, 601 are

general bugs, 110 usability, 42 performance, and only 17 security.

The following tables show the back-end system performance when applying the

multiple expert’s criteria. The overall accuracy is about 82% compared with 69%

accuracy of the baseline system. Similar to the front-end system, the back-end

accuracy is improved when we kept the reviews labeled by two or more.



62

TABLE 5.19: Overall accuracy of back-end system using data la-
beled with two or more experts

Backend Accuracy

Baseline (all

dataset)

No of Cor-

rectly Classi-

fied Instances

with accuracy

Incorrectly

Classified

Instances

Precision Recall F-Measure

376 68.99% 169

31.01%

0.68 0.69 0.68

Using high

confidence

data

385 77.62% 111

22.38%

0.79 0.78 0.72

Two or more

experts

216 82.44% 46

17.56%

0.84 0.82 0.78

TABLE 5.20: Per-Class performance of the backend system when
using high confidence data

General Bug Security Performance Usability

Baseline(all dataset)
Prec Rec F.M Prec Rec F.M Prec Rec F.M Prec Rec F.M
0.84 0.89 0.86 0.08 0.27 0.12 0.12 0.09 0.11 0.36 0.14 0.21

Using high confidence data 0.78 0.99 0.87 1.00 0.08 0.14 1.00 0.11 0.19 0.74 0.24 0.37
Two or more experts 0.82 0.99 0.89 1.00 0.25 0.40 1.00 0.11 0.20 0.90 0.21 0.34

As shown in Table.5.20, the general bug category has the best precision and

recall, since the accuracy was about 0.82 for the precision and 0.99 for the recall.

Then, the usability was the next better category since the precision was about

0.9 and recall was very low. It is about 0.21 and the performance and security

categories were very low even so it has 100% precision but the recall 0.25% for

the security and 11% for the performance which is not good, this is appear be-

low in the confusion matrix.



63

For the sentimental analysis system, 308 reviews meet the two or more expert’s

criteria. 207 of them are positives, 29 negatives, and 9 neutrals. The sentimental

analysis system results when using two or more expert’s criteria are shown in

the following Table.5.21 and 5.22.

TABLE 5.21: Overall performance of the sentimental analysis
system using data labeled with two or more experts

Accuracy

Baseline (all dataset) Correctly

Classified In-

stances with

accuracy

Incorrectly

Classified

Instances

Precision Recall F-Measure

644 83.85% 124 16.15% 0.841 0.84 0.84

Using High confidence

data

624 90.17% 68 9.83% 0.87 0.90 0.88

Two or more experts 90 85.71% 15 14.29% 0.89 0.86 0.87

TABLE 5.22: Per Class performance of the sentimental analysis
system using data labeled with two or more experts

Negative Positive Neutral

Baseline(all dataset)
Prec Rec F.M Prec Rec F.M Prec Rec F.M
0.63 0.59 0.61 0.93 0.93 0.93 0.324 0.35 0.34

Using high confidence data 0.85 0.40 0.55 0.91 1.00 0.95 0.01 0.01 0.01
Two or more experts 0.46 0.60 0.52 0.95 0.91 0.93 0.20 0.25 0.22

The overall accuracy is about 86% compared with the accuracy of the base-

line, which is 84%. The positive class has the best recognition rate compared

with the other two classes.
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5.5 Investigate the impact of data size on the system per-

formance

In all of our previous experiments, the dataset was divided into 66% training

and 33% testing. As we have seen, in some experiments and after applying fil-

tration criteria, the amount of the resulted data is small in total and very small

for some classes. The amount of data for each class has a strong effect on the sys-

tem performance. In this section, we aim to study the impact of data size on the

system performance by varying the amount of training data. This is achieved

by applying cross validation scheme, where a percentage of the available data is

taken out for testing and the remaining is used for training. Then, other reviews

(same percentage) which are not used for testing in the first round are used for

testing and the rest for training. This experiment is repeated until every single

review is used for training and for testing, but not at the same time.

For this purpose, we used 5-fold and 10-fold cross validation criteria. By this,

the amount of training and testing data is varied where the other configurations

of the baseline system are kept fixed. The results are presented in Table.5.23.

Using cross-validation technique improves the performance of the three com-

ponents of our baseline system. We also observe that there is no significant dif-

ference between the 5-fold and 10-fold cross-validation.
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TABLE 5.23: System performance when using 5-fold and 10-fold
cross-validation

Accuracy Precision Recall F-Measure
Front-end system

Baseline (66%-34% division) 0.7291 0.74 0.72 0.73
10-fold cross-validation 0.8243 0.823 0.824 0.82
5-fold cross-validation 0.8232 0.82 0.82 0.82

Back-end system
Baseline (66%-34% division) 0.6899 0.68 0.69 0.68
10-fold cross-validation 0.7937 0.75 0.79 0.75
5-fold cross-validation 0.7875 0.744 0.788 0.738

Sentimental analysis system
Baseline (66%-34% division) 0.8385 0.841 0.84 0.84
10-fold cross-validation 0.9081 0.88 0.91 0.89
5-fold cross-validation 0.996 0.88 0.91 0.89

5.6 Investigate the impact of class-dependent data balanc-

ing on the system performance

As we have seen in all of the previous experiments, the class-dependent data

is imbalanced. i.e. the data available for each class (for the frontend, backend

and sentimental sub-systems) is not equal. This makes the system biased to the

class with more data. In this section, we apply some techniques to overcome

this issue, as described in the following sub-sections. All of the experiments

presented in this section are conducted with the same classifier (Multi-nominal

Naïve Bayes), 10-fold cross-validation, data with high confidence labels and the

same baseline configurations.

5.6.1 Data re-sampling

In all of the earlier presented experiments, the per-class available data is im-

balanced. Usually, a classifier performs well when the classification technique is

applied to a data set evenly distributed among different classes. The imbalanced
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class distribution problem occurs when one class is represented by a large num-

ber of examples (majority class) while the other is represented by only a few

(minority class). In this case, a classifier usually tends to predict that samples

have the majority class and completely ignore the minority class. This is known

as the class imbalance problem [14].

A popular way to deal with the class imbalance problem is sampling. Sam-

pling methods modify the distributions of the majority and minority class in the

training data set to obtain a more balanced number of instances in each class

[14]. To minimize class imbalance in training data, there are two basic methods,

under-sampling and over-sampling.

Under-Sampling: in order to make data balanced among the classes, this method

randomly selects a subset of data from the large set and then remove it, to make

balance between classes [2]. Hence, an under-sample approach is aimed to de-

crease the skewed distribution of majority class and minority class by lowering

the size of majority class [2]. Its suitable to use the under-sampling when the

data is very large in the majority class and its benefits to reduces the training

time and storage [19].

Figure.5.3 illustrates the distribution of samples in a data set before and after ap-

plying under-sample approach. For example, from the Figure we find the circle

is represented minority class, which has 34 instances. So, for this reason we take

randomly only 34 instances from other shapes, which are represented majority

classes in this case. The drawback of this technique is that there is no control to

remove patterns of the majority class. Thus, it can discard data potentially im-

portant for the classification process [2], which degrade classifier performance.
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FIGURE 5.3: The Distribution of Samples Before and After Ap-
plying Under-Sample Approach

Over-Sampling: in order to make balance in the classes, this method randomly

selects data from the lower class and then replicate the selected examples and

add them to the data set [19]. It is different from under-sample approach, so

there is no loss in the data, and all instances are employed. However, the ma-

jor problem of this technique leads to a higher computation and more memory

storage.

Figure.5.4 illustrates the distribution of samples in a data set before and af-

FIGURE 5.4: The Distribution of Samples Before and After Ap-
plying Over-Sample Approach.
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ter applying over- sample approach. For example, from the Figure, we find the

circle represents the majority class, which has 1052 instances. So, for this reason

we replicate instances from other shapes, which represent minority classes until

they reach to 1052 instances.

Many methods have been proposed to mitigate this scenario, such as to build

a new data set in order to reduce the imbalanced data or generate automatics ar-

tificial data set. some others proposed techniques that make data balance, based

on under-sampling data or over-sampling data. [19].

TABLE 5.24: System performance with applying re-sampling
technique

Accuracy Precision Recall F-Measure
Front-end system

Baseline (10-fold) 0.8243 0.823 0.824 0.82
+ Resampling using
multi nominal naïve bayes

0.8778 0.880 0.878 0.877

Back-end system
Baseline (10-fold) 0.7937 0.75 0.79 0.75
+ Resampling using
Multi nominal naïve bayes

0.882 0.877 0.883 0.870

Sentimental analysis system
Baseline (10-fold) 0.9081 0.88 0.91 0.89
Resampling using
Multi nominal naïve bayes

0.958 0.955 0.957 0.953

In our case, the imbalanced data set solved by using two methods; under-

sampling and over-sampling. The first one is by building new instances to get

more data for small data instances, where, the second is building an automatic

data in order to make the data balanced. There are a lot of techniques exist in the

litreture to deal with this problem such as SMOTE, under sampling, over sam-

pling, class balancer and Resample to build data. we chose supervised resam-

pling technique based on the recommendations of the literature reviews [19].
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The distribution of the reviews over the defined classes of the front-end sys-

tem, is as follows, 1382 Bug, 451 new feature and 1865 sentimental. The perfor-

mance result of the front-end system with applying re-sampling techniques and

keeping the other configurations fixed, such as 10-fold cross-validation, classi-

fier type, features, etc.

TABLE 5.25: Per-class performance of the frond-end system with
applying re-sampling technique

Frontend BUG New Feature Sentimental
Prec Rec F.M Prec Rec F.M Prec Rec F.M

Baseline (10-fold) 0.79 0.85 0.82 0.67 0.57 0.62 0.89 0.87 0.88
+ Resampling using
multi nominal Naïve Bayes

0.824 0.918 0.868 0.838 0.654 0.735 0.931 0.902 0.917

TABLE 5.26: Per-class performance of the Back-end system with
applying re-sampling technique

General Bug Usability Performance Security
Prec Rec F.M Prec Rec F.M Prec Rec F.M Prec Rec F.M

Baseline(10-fold) 0.81 0.98 0.89 0.50 0.06 0.11 0.32 0.1 0.15 0.670 0.28 0.40
+ Resampling using
multi nominal niave
bayes

0.890 0.988 0.936 0.897 0.642 0.749 0.691 0.413 0.517 0.846 0.324 0.468

As shown in Table.5.24 , the accuracy is increased when we used Resample

technique with multinational niave bayes algorithm to 88% for the front end an

back end systems , and 96% for the sentimental analysis system.

As shown in Table.5.25 , the precision and recall is increased when we used

Resample technique multinational niave bayes for each general bug ,new fea-

ture and sentimental
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As shown in Table.5.26 , the precision and recall for each general bug, secu-

rity, usability and performance are increased when we used Resample technique

with multinational niave bayes algorithms.

TABLE 5.27: Per Class performance of the sentimental analysis
system with applying re-sampling technique

Positive Negative Neutral
Classification 10 fold Sample Prec Rec F.M Prec Rec F.M Prec Rec F.M
Baseline (10-fold) 00.78 0.46 0.58 0.92 0.99 0.96 0.19 0.04 0.07
+ Resampling using multi
nominal niave bayes

0.963 0.997 0.980 0.889 0.620 0.731 0.889 0.500 0.640

As shown in 5.27 , the precision and recall for each positive negative and

neutrals are increased when we used Resample technique with multinational

niave bayes algorithms.

Its important to mention that once we applied the random forest with re-

sampling techniques it gives a great result nearest from the multi nominal naive

bayes.
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Chapter 6

Conclusion and Future Work

6.1 Conclusions

in this thesis, we presented our proposed system for automatic classification

of healthcare apps reviews extracted from Google play store. Around 90,000

reviews were retrieved from 10 common healthcare applications. A subset of

this data is manually annotated by software engineering experts indicating their

confidence for each annotation. A comparison of commonly used classifiers

such as Naïve Bayes, Naïve Bayes Multinomial, Random Forest, and Support

Vector Machines for multi-class apps reviews classification is presented in this

thesis. Our experiments show that Multi-nominal Naive Bays can classify mo-

bile apps reviews into bugs, new feature, and sentimental with an accuracy of

87%, and into general bug, usability,security and performance with an accuracy

of 88%. The best result of the sentimental analysis system is 90%. in addition,

the experiments show that the overall performance is improved when we use

the data subset with high confidence labels and when two experts agree on the

same label. Re-sampling technique was successfully used to overcome the data
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imbalance problem in our data set, so the accuracy improved to 89% for the mo-

bile apps reviews into a set of classes; bugs, security, new feature, performance,

and usability and 96% for the sentimental reviews .

We have also found that all of the described systems can recognize ‘bug’ class

with the highest accuracy, followed by the ‘new feature’ and the ‘usability’ class.

As we illustrated earlier in data annotation, experts were asked to express their

confidence level (high, medium and low) for each annotation. An important

observation, ,which confirms our expectation, that the system accuracy signif-

icantly increased when doing training and evaluation on the subset with high

confidence annotations only. Moreover, the accuracy is further increased when

only the reviews with at least two annotators agree on the annotation with high

confidence.

On the other hand, the system ability to classify the reviews correctly decreases

by around 62% by including the reviews with medium and low confidence.

6.2 Future Work Plan

In the future, We would like to study the correlation between the user rating

(1-5) and sentimental analysis from one side, and our front-end and back-end

systems from the other side.

We believe that some special keywords are good indicators of the reviews cat-

egory. For example, words such as a crash, solve, etc. indicate that the user is

describing a bug in the application. Words like please, add, wish to improve.etc.
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indicate to the new feature request, and so on. To exploit such keywords for our

classification problem, we will build a dictionary of specially selected keywords

for each class and integrate it into our system. The effectiveness of this idea on

the overall system accuracy will be studied, as well as its effect on each individ-

ual class.

At the system level (i.e. machine learning techniques), we would like to investi-

gate in detail, the effectiveness of the state of the art techniques in the machine

learning field, which are based on the Deep Neural Networks (DNN). DNN

techniques have been successfully used and outperformed others techniques in

different fields in natural language processing, image and speech processing and

many others.
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.1 Appendix A

FIGURE 1: Snapshot of the python code that used to crawling the
medical reviews

FIGURE 2: Snapshot of the python code that used to crawling the
medical reviews
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FIGURE 3: Snapshot shows the selenium driver while gathering
the reviews

FIGURE 4: snapshot of the application that we developed to the
experts in order to classify the reviews
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FIGURE 5: snapshot of the application that we developed to the
experts in order to classify the reviews

FIGURE 6: unsupervised attribute StringToWordVector
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